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Abstract—Context awareness drives adaptability of pervasive computing systems both in virtual and physical environments that change dynamically. This paper presents a context awareness management framework based on intelligent software agents. The fundamental element of this framework is our RAP (Resources, Actors, Policies) context model which defines two ways for context information representation: set based and ontology based. The RAP context model set based representation is used by the context management agents to evaluate the conditions under which management processes should be executed. The ontology based representation is used for reasoning and learning purposes, to infer new context related information. The context model management infrastructure is implemented using intelligent software agents that generate and administrate context model artifacts at run time. The proposed context management framework based on intelligent software agents is tested and validated in our DSRL (Distributed Systems Research Laboratory) smart environment infrastructure.
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I. INTRODUCTION AND RELATED WORK

Context aware computing refers to the ability of software applications to detect and respond to changes in their execution environment [1]. The key elements that need to be incorporated into a context-aware application should solve the following issues [2]: (i) context identification and representation, (ii) context storing, sharing and retrieval and (iii) context information processing / reasoning.

One of the most important problems regarding developing context aware applications is to identify the properties and the elements that define the context. In [3], the authors take into consideration six attributes that describe the context: the identity of the user, the spatiotemporal characteristics (time and location), the facility attribute (the system devices and their capabilities), the prior activity of the user, the intrinsic / psychological properties of the user and the community. A similar classification can also be found in [4], where the authors describe the context in terms of identity, time, location and device capabilities.

For context representation, generic models that aim at accurately describing the system execution context in a programmatic manner are proposed [2]. Key-Value models represent context information using a set of attributes and their associated values [5]. Markup models enable structuring context information into a hierarchy where tags describe context attributes and associated values [6]. Object models structure context into object classes and their implicit relationships [7].

The current approach uses our RAP context model to represent the context information [8]. The RAP context model ontology based representation is used to infer new context related information using reasoning and learning algorithms. The use of ontology representations to model the context related information is also proposed in [9], [10]. In these approaches the context properties are represented as ontological concepts during design time and instantiated with run-time sensor captured values. The main disadvantage of these approaches is the high degree of inflexibility determined by the human intervention in the context representation phase. This problem is solved in our approach by defining an agent based solution that uses the RAP context model set based representation to evaluate the real world context and to automatically construct or update the context representation.

Another issue in dealing with context awareness is how the context information is stored, accessed and shared by the context aware system components and how these entities communicate. Three basic types of context consumption and sharing are described in the literature: RPC-based interaction (using client requests for particular context data) [11], event-based interaction (using notifications that are received by the client on specific events) [12] and P2P interaction (based on ad hoc composition of context sources) [13]. Our approach uses a web service-based loosely coupled architecture for the framework Sensor API component with the constraint that context providing web service operations must have a predefined description.

The use of mobile agents to manage and process the context information is underlined in [14]. The authors present the advantages of agents, such as their ability to communicate with each other and the ability to travel through heterogeneous networks and spawn across multiple distributed systems. For a context aware system to achieve intelligence, it has to benefit from the agents mobility in order to reduce the context processing computational complexity [15]. In [16], the authors present a detailed architecture that can be used for developing context aware applications. The architecture is based on four intelligent
agents and is able to receive requests from the users and solve them using web service composition.

Using a layered approach instead of an agent-based one, the authors of [4] present a technique for responding to context aware requests. The bottom physical layer gathers data from the environment which is passed to the context management layer that can aggregate data from multiple sensors and attach semantics to the result. The service provisioning layer discovers, composes and executes services according to user requests.

Reasoning in context-aware applications is the focus of [17]. Here, fuzzy Petri nets are used to describe rules based on available context information. Data obtained from sensors together with user profiles and requests represent the input data for the reasoning mechanism. As output, a set of recommendations are returned to modify the system state. The use of reinforcement learning techniques to deduce new semantic knowledge information is proposed in [18].

The objective of this paper is to present a context management framework for smart spaces based on mobile and intelligent agents. The fundamental element of this framework is our RAP context model which represents environment context information using three sets: context resources, actors and policies. The context model management infrastructure is implemented by using intelligent software agents [19] that generate and administrate the context model artifacts at run time. The RAP context model set based representation is used by the management agents infrastructure to evaluate the conditions under which it should execute the context aware management processes. An ontology based representation is used for reasoning and learning purposes and in order to infer new context related information. The proposed context management framework is tested and validated in our DSRL smart environment infrastructure [23].

The rest of the paper is organized as follows: Section 2 presents a short overview of our RAP context model, Section 3 deals with the context management framework, Section 4 contains some aspects regarding the context management framework components development, Section 5 presents a simulation process and results evaluation while Section 6 concludes the paper and describes the future work.

II. THE CONTEXT MODEL

To represent the context information in a programmatic manner we have used the RAP context model presented in [8]. This model defines to two types of context information representations: a set based and an ontology based. In the set based approach the context information is modeled as a triple:

\[ C = < R, A, P > \]

where \( R \) is the set of context resources, \( A \) is the set of context actors and \( P \) is the set of context related policies.

A context resource has a unique identity, can be annotated with semantic information and is characterized by its properties, services and influence zone. The resource properties describes the set of relevant context information provided by the resource. The resource services specify its functionality (e.g. a service that locates / updates an object). The actors interact with a context resource through its attached services. The influence zone of a resource represents the physical or logical area in which the presence of that resource can be sensed (becomes visible for an actor or for another resource).

A context actor represents a physical or virtual entity that interacts directly with the context or uses the context resources to fulfill its needs. The actor is a context information generator, has a unique identity and can be annotated with semantic information. An actor is characterized by its specific resources, the context related request, its preferences and the actor-context contract.

A context policy, represents a set of rules that must be followed by the actors or resources located in the context influence zone.

In the ontology based representation the relationships between the context model sets are integrated in a general purpose context ontology core. The domain specific concepts are represented as sub trees of the core ontology by using is-a type relations. A system context situation is represented by the core ontology together with the domain specific sub trees of the concepts and their instances at a specific moment in time. The two ways of representing the context (set based and ontology based) are equivalent and need to be kept synchronized. The set based context model is used to evaluate the conditions under which the context agents should execute management processes. The ontology based model will be used by the context aware applications for reasoning and learning purposes.

In order to provide an accurate representation of the real world context, the following context representation artifacts are defined: specific context model, specific context model instance and context actor instance.

The specific context model is obtained by mapping the context model onto different real scenarios and populating the sets with real context specific elements:

\[ C_{S} = < R_{S}, A_{S}, P_{S} > \]

A specific context model instance contains the set of context resources with which a pervasive application interacts, together with their values in a specific moment of time:

\[ C_{SI} = < R_{SI}, A_{SI}, P_{SI} > \]

The specific context model instance represents the context situation to which a pervasive application must adapt.

The context actor instance contains the set of context resources with which the actor can interact, together with their values in at a specific moment in time:

\[ CI_{a}^{t} = < R_{a}^{t}, a, P^{t} > \]
A context actor instance represents the projection of the specific context model instance onto a certain actor.

III. THE CONTEXT MANAGEMENT FRAMEWORK

The context management framework contains two major components (see Figure 1): (i) an agents infrastructure that is used to manage the context representation and the context interactions and (ii) a set of additional modules and resources used for gathering and representing the context information (the Sensor API and the RAP context model ontology).

The context model management infrastructure contains the following set of agents: Context Model Administrating Agents, Context Interpreting Agents, Request Processing Agents.

The Context Model Administering Agent (CMAA) is the specific context model manager. It initializes the context model and creates the other mobile agents. All its actions are triggered by outside events. The most important tasks of this agent are: keeping the context model synchronized with the real world and notifying the Context Interpreting Agent (CIA) and the Request Processing Agent (RPA) about events they are interested in. The CMAA agent is the only agent who has access to the real world interface, through which it looks for changes that should be reflected into the virtual world. Synchronization is achieved by creating, updating or deleting context elements from the RAP context model artifacts by considering the real world events. The inter-agent communication is achieved through a message passing technique, where each individual message contains all necessary information describing the event. There are two kinds of messages: CIA agent needs to be notified when the context model changes (i.e. a new context element is added or an existing one is modified or deleted) and (ii) messages received from RPA meaning that a new request is available and it needs the semantic value of the current context instance in order to create a new action plan.

The Context Interpreting Agent (CIA) semantically evaluates the information of a RAP specific context model instance and finds the instance meaning for the pervasive application. This agent represents the connection between the ontology individuals and the sensor data. Its main task is to periodically gather data from the sensors using the Sensor API and update the corresponding individuals from the ontology. The semantic value of a context instance is determined as a unique hyper-point in the hyper-space by projecting all the values of the resources from the context instance onto semantic axes. The semantic space and the semantic zones are constructed by the CIA agent using context policies, the context ontology and reasoning algorithms. The semantic values attached to the context instances that will determine the execution of the same actions form groups in the semantic space. From the communication perspective, CIA needs to react to two types of messages: (i) messages received from CMAA meaning that the real world has changed, so the semantic space must change too (e.g. a new sensor is added) and (ii) messages received from RPA meaning that a new request is available and it needs the semantic value of the current context instance in order to create a new action plan.

The Request Processing Agent (RPA) is in charge with executing various types of requests made by actors. This agent identifies and generates the action plans that must be executed for serving an incoming request. Upon identifying a valid request, RPA asks CIA for the current instance of the semantic space. RPA uses internal or external inference engines or reasoning algorithms to get the requested information.

The Sensor API monitors and captures information from the smart environment. This information is used by context agents for accurately representing the context. Our approach to the context information acquisition process provided by the Sensor API (see Figure 2) is based on defining both push and pull types of sensor information retrieval mechanisms. The push mechanism uses event based listeners to determine...
when information is available in order to make it visible to the management infrastructure. The pull mechanism is query based, allowing the sensor information to be provided on demand. Sensor information is made visible to the management infrastructure by exposing web services.

The RAP context model ontology is used to represent the context information within our management model. The concepts defined in the ontology can be seen as a tree-structure (see Figure 3).

An important aspect of designing the data structure is adding information precision. This is achieved in our ontology by adding details like: (i) Context source (specifies the service that provides the information), (ii) Quality attribute (provides the accuracy or confidence of the context source), (iii) Metric (defines the data unit of measurement) and (iv) Timestamp (captures temporal relationships). In order to separate resources related to the physical smart environment from those attached to actors, a further classification is made by defining the concepts Space-Resource and Actor-Resource. The Space-Resources need to be specialized according to their role: executing actions (i.e. Actuators) or detecting events (i.e. Sensors).

IV. THE CONTEXT MANAGEMENT FRAMEWORK COMPONENTS DEVELOPMENT

The current section details the development and implementation of the proposed agent based context management framework by focusing on the chosen technologies and communication API’s.

The context management infrastructure agents (CMAA, RPA and CIA) are implemented using the Java Agent Development Framework platform (JADE) [20]. The JADE framework simplifies the implementation of multi-agent systems through a middleware complying with the FIPA specifications. The agent platform can be distributed across machines which do not need to share the same operating system. The control of the framework is assured via a remote controller with visual overview over the agents, that can migrate from one container to another when required. The context agents tasks are modeled as specific behavior objects. The communication architecture offers flexible and efficient messaging. JADE creates and manages a queue of incoming ACL (Agent Communication Language) messages, private to each agent. The transport mechanism adapts to each situation, by transparently choosing the best available choice. User defined content languages and ontologies can be implemented and registered with agents. This way they can be automatically incorporated by the framework. In our case, we use only a few types of ACL Messages. Data is transported between agents by serialization, e.g. the CMAA sends OwlIndividualEvent objects to the CIA signaling a change in the context-model.

The actor requests can be specified in two independent ways, using two types of reasoning languages: SWRL (Semantic Web Rule Language) [21] and ACE (Attempto Controlled English) [22]. SWRL defines rules implying an antecedent (body) and a consequent (head). Both parts of a rule must consist of a number of atoms. SWRL has roots in OWL, used to represent our ontology model, so it does not need a conversion. This is the reason which brings the advantage of achieving the best execution time. ACE is a controlled natural language, i.e. a subset of standard English designed for knowledge representation which allows users to express statements in plain English, with some limitations. The main advantage is that once written, ACE texts can be read and understood by anybody. Because our method of representing the ontology model is not native to ACE, a full conversion must be done before requests can be formulated implying that ACE slows down the execution in favor of an accessible, user-focused representation.

The Sensor API module is responsible for retrieving data from the sensors. The communication between the API and the sensors is realized through web services. The API simplifies the data gathering process and allows the information to be manipulated later on (e.g. build complex data structures upon it). The exact location of the sensors is transparent to the framework which treats them uniformly regardless of how they acquire and transmit data, how they connect to a computer, what operating system they support, etc. New types of sensors from various manufacturers can easily be added to the system by only implementing and exposing a web service on the computer that hosts them.

The RAP context model ontology development is based on the Protege-OWL API which provides classes and methods to load and save OWL files, to query and manipulate OWL data models and to perform reasoning using the ontology elements like concepts, properties and individuals.
V. Simulation and Results

In order to test our framework we have implemented a Simulator with the following features: (i) visualize in real time the ontology tree, with all the individuals and their properties, (ii) generate a 3D representation of the context, including the sensors, their influence zone and their value, (iii) draw a real time plot of the values returned by a set of sensors, (iv) allow the user to submit new requests to the framework and see the results and (v) management features (the agent platform status, memory usage, etc.).

As case study we have used the smart environment represented by our Distributed System Research Laboratory. In the laboratory the students are marked using RFID (Radio-Frequency Identification) tags and identified using a RFID reader. The students interact with the smart laboratory by means of wireless capable PDAs on which different laboratory provided services are executed (submit homework service, print services, information retrieval services, etc.). A sensor network captures information regarding students location or orientation and also ambient information like the temperature or humidity. The DSRL infrastructure contains a set of sensors through which the real context information is collected: two Hot and Humidity sensors that capture the air humidity and the temperature, four Orient sensors placed in the four corners of the laboratory that measure the orientation, one Loud sensor that detects sound loudness level and one Far Reach sensor that measures distances. The sensors are connected using a Wi-microSystem wireless network produced by Infusion Systems Ltd [24].

![Figure 4. The 3D Representation of the DSRL Smart Environment](image)

The middleware is deployed on an IBM Blade-based technology Server. The IBM Blade technology was chosen because its maintenance software offers autonomic features like self-configuring of its hardware resources. The context related data captured by sensors is collected through the Wi-microSystem that has an I-CubeX WimicroDig analog to digital encoder as its most important component. It is a configurable hardware device that encodes up to 8 analog sensor signals to MIDI messages which are transmitted in real-time through Bluetooth waves to the Blade Server for analysis and/or control purposes. The Bluetooth receiver located on the Blade Server is mapped as a Virtual Serial Port (VSP). Figure 4 shows our DSRL laboratory smart environment context in a 3D representation with sensors and their influence zone modeled using the Simulator.

For evaluating our framework capabilities we executed some performance tests (Figure 5). We simulate the sensors by using a web service that returns random numbers and a small program that periodically inserts new entries in the context. Figure 5.a shows how the creation time for a sensors depends on the number of sensors in the system. The creation time was measured from the moment in which CMAA considers the new sensor until all the changes were processed, i.e. the ontology was updated and CIA modified the semantic space. The chart from Figure 5.b displays the relation between the number of sensors and the time needed by the system to perform all the necessary operations when one sensor changes its value. The results show that the processing time grows linearly with the number of sensors in the system. In Figure 5.c and 5.d the load of the system with respect to the rate at which the sensors change their values is shown. We measured the CPU and memory load over one minute period, when the sensors change their values every 100 milliseconds or 2000 milliseconds. As a result, it can be noted that the difference in the system load for the mentioned scenarios is not significant.

![Figure 5. The Context Management Framework Simulation Results](image)

VI. Conclusion

This paper presents a smart space agent-based context awareness management solution that can be used as a basis for developing complex context-aware applications. The
framework deals with two important research challenges: context representation and context management. For representing the context in a programmatic manner, we have used our RAP context model which gives us both set and ontology representations. The RAP context model set based representation is used by the context agents management infrastructure to evaluate the conditions under which the agents should execute the management processes while the ontology based representation is used for reasoning purposes to infer new context related information. To generate and administrate the context model artifacts at run time, we used an agent-based solution due to their mobility, reduced complexity and cross-platform properties. As future development, we intend to enhance the agent-based management framework with self-* autonomic capabilities in order to provide an efficient context awareness self-management solution.
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